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A Remark on Sensor Disturbance
Rejection of Nonlinear Systems

Zhiyong Chen

Abstract—When disturbances enter sensors, the states of a plant cannot
be precisely measured and the state feedback controllers are not imple-
mentable. Instead, the so-called measurement feedback controllers become
interesting. For nonlinear systems, the output regulation theory is widely
used for handling actuator and plant disturbances. This note gives a remark
how the output regulation theory can be applied for sensor disturbances,
and hence provides a novel measurement feedback design approach.

Index Terms—Measurement feedback, nonlinear systems, robustness.

I. INTRODUCTION AND PROBLEM FORMULATION

Ubiquitous disturbances exist in a control loop, and control engi-
neers are interested in designing controllers to achieve the desired per-
formance in presence of these disturbances. According to the entering
location in a control loop, the disturbances can be classified as plant dis-
turbance, actuator disturbance, and sensor disturbance. An open-loop
system with plant disturbances can be formulated as follows:

�� � ���� �� �� (1)

where � � � is the state, � � � is the input, � � � repre-
sents the plant disturbances, and � is a sufficiently smooth function.
When a uniform equilibrium point is defined at the origin for all �,
i.e., ���� �� �� � �, the robust stabilization or regulation problem has
been well studied (see, e.g., [11], [15], [17]). However, the situation
may become more complicated if the steady-state input and/or equi-
librium point are perturbed by the disturbances. For example, when a
disturbance ���� � ����� �� � appears in the input channel through

� �� � � ���� (2)

where � is the controller output, but � is the input to the plant. In
this case, the steady-state value of controller output is expected to
be ���� such that the steady-state input to the plant is zero. Or, if
���� �� �� �� � for some �, the equilibrium point of the undriven
system �� � ���� �� �� is perturbed away from the nominal equilib-
rium point. Fortunately, this class of disturbance rejection problem has
been well formulated as an output regulation problem, one of most
important problems in nonlinear control field during the past three
decades (see the monographes [2], [9], [19], etc).

In this note, we study the other class of disturbances appeared in
sensors. It is known that the accuracy of measuring states often sets the
limits on performance that a control system can achieve. In this sense,
sensor disturbances may cause trouble to the exact stabilization or reg-
ulation for a control system. In particular, we consider the nonlinear
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system (1) with an actuator disturbance ���� as in (2). Ideally, a state
feedback controller can be implemented as follows:

� � ���� 	�� �	 � 
��� 	� (3)

where 	 � � is the compensator state with � to be specified later and
the functions � and 
 are continuously differentiable in their arguments
with ���� �� � � and 
��� �� � �. However, the controller (3) is only
available in the ideal environment in absence of sensor disturbances.
Otherwise, it becomes

� � ��� � 	�� �	 � 
�� � 	� (4)

where � �� � � ���� is the measurement state with ���� � ����� ��
� the sensor disturbances. Thus, we call the controller (4) a mea-

surement feedback controller. In literature, there is no general method
for designing measurement feedback controllers. For some nonlinear
systems, there even does not exist any continuous state feedback con-
troller so that bounded sensor disturbances produce bounded states [7].
Nevertheless, some investigation has been given on the design of mea-
surement feedback controllers in [6], [14], and [21] and the references
therein. In particular, in [6] and [14], the state feedback controllers
are designed such that the closed-loop system is input-to-state stable
with the sensor disturbance as input. To the best of the author’s knowl-
edge, there is no general constructive approach for nonlinear controllers
which can suppress the sensor disturbances, that is, to drive all states
of the plant to the origin in presence of sensor disturbances, rather than
to achieve the input-to-state ability with sensor disturbance as input.

Motivated by the above observation, we aim to seek a constructive
approach for designing measurement feedback controllers. The idea
stems from the output regulation theory which has the capacity of ex-
actly rejecting disturbances providing the disturbances are generated
by a certain autonomous system called exosystem. By letting � �� �

be the regulated output and � �� � � � be the measured output,
the problem in this note can be roughly stated as to find a measured
output feedback controller such that the regulated output converges to
zero. Now, an interesting feature is that the regulated output is not mea-
surable in our situation. In the literature of standard output regulation
theory, the regulated output can be the same as or part of the measured
output [1], [5], [10], [12], [16]. More specifically, if an output feed-
back controller is employed, the measured output is taken the same as
the regulated output, while if a state feedback controller is employed,
the measured output becomes the full state containing the regulated
output. Nevertheless, in some existing work, e.g., [3], [19], and [20],
the output regulation can be formulated in a more general framework
where the regulated output is separated from the measured output. For
instance, in [20], a measured output feedback controller is studied such
that a differently defined output is regulated to zero. The objective of
this note is to propose a systematically constructive procedure to con-
vert the measurement feedback regulation problem into another reg-
ular state feedback regulation (or stabilization) problem, then solve the
resulting regulation (or stabilization) problem on case by case basis.
Technically, the conversion is motivated by the recent development on
the output regulation theory in [3] and [10], etc.

In summary, the contribution of this note is twofold. First, we bring
the output regulation technique to deal with the sensor disturbances,
which bridges the researches on output regulation problem and mea-
surement feedback controller design. Second, the new measurement
feedback controller design approach is applied to lower-triangular sys-
tems and a so-called minimal dimension internal model is constructed
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for the global robust regulation problem with sensor/actuator (S/A) dis-
turbance rejection.

II. A PARADIGM FOR S/A DISTURBANCE REJECTION

We start this section with a precise formulation of the global robust
regulation problem. First, we assume � � � � with a com-
pact set, and ���� �� ������ ����� 1 is generated by an autonomous
exosystem

�� � ����� � � 	���� ���� � � (5)

where� and 	 are sufficiently smooth functions vanishing at the origin,
and � is a compact subset of � . We also assume that the exogenous
signal � is bounded in the sense that ���� � � � � � for some compact
subset of � if ���� � �.

Definition 2.1: Global Robust Regulation Problem (GRRP) with S/A
Disturbance Rejection: For the system (1) and (2), to design a con-
troller (4) (or, functions 
 and �) such that the states of the closed-loop
system

��� �
��� 
��	 �� ��� ����

���	 �� ��
� �� ��

�

�
� (6)

are bounded and 
����� ���� � � for all initial state ����� � ���,
all � � , and all ���� generated by an exosystem (5).

For the system (1) with S/A disturbances, we assume the measure-
ment output, available in feedback, is � � �� �� � where � is the
measurement state and � is the controller output. Obviously, this mea-
surement output can be produced by the following system:

�� � ����� � � ��� �� 	 	���� (7)

Since � represents the S/A disturbances, the problem becomes trivial
if � is measurable. It motives us to build an observer for �. A possible
one, motivated by the Luenberger observer, is given as follows:

�� � ���� 	 ��� � ��� � � 	��� (8)

for a sufficiently smooth function � satisfying ���� � �. For the con-
venience of presentation, we let 	 �� �	�� 	�� with 	� �

� and
	� �

	.
The observer (8) is also called an internal model in the literature of

output regulation problem. It has a property that, at the steady space,
i.e., � � �� � � �� and � � �, its dynamics reduce to the exosystem
(7). What we should do next is to drive the state � to asymptotically
approach � by an appropriately designed controller � . To this end, we
attach the internal model to the given plant and exosystem, which yields
an augmented system of state ��� �� �� . Performing on the augmented
system the following coordinate and input transformation

��� �� �� �� �� ��� �� �� �� �

� � � � �

� � �	 	����� 	���� � � � 	����

� � �	 	����� 	���� � � � 	����

(9)

1For column vectors � � � , the column vector obtained by stacking
them is denoted by � � � � � �� � � .

gives an error system denoted by

�� � ���� �� �� ��� �� � ���� �� �� �� �� (10)

for some sufficiently smooth vector fields � and �.
Proposition 2.1: Consider the system (1) and (2), there exists an in-

ternal model (8), such that the augmented system (10) has the property
of

���� �� �� �� � �� ���� �� �� �� �� � ��	� � � � � � (11)

Moreover, if there exists a controller

� � ����� (12)

with sufficiently smooth function � satisfying ���� � �, such that the
equilibrium ��� �� � � of the closed-loop system composed of (10)
and (12) is globally asymptotically stable for all � � and � � .
Then, the GRRP with S/A disturbance rejection for the original system
(1) and (2) is solved by a corresponding controller

� � ��� � 	����� 	 	����

�� � ���� 	 ���� �� � � 	����� (13)

The proof of Proposition 2.1 is straightforward by algebraic calcula-
tion and thus omitted here. It effectively concludes that a controller that
solves the robust stabilization problem of system (10) also solves the
robust regulation problem of system (1) with S/A disturbance rejection.
In particular, with this controller, the estimated state � converges to �
asymptotically. Regarding the resulting robust stabilization problem of
system (10), since the state � is precisely measurable, and no distur-
bances exist in the input channel �, this situation has been well inves-
tigated in literature for a variety of nonlinear systems, for instance, the
class of lower-triangular systems.

III. LOWER-TRIANGULAR SYSTEMS

In this section, we will solve the GRRP with S/A disturbance rejec-
tion for a class of nonlinear lower-triangular systems to illustrate the
effectiveness of the paradigm developed in Section II. In particular, the
class of lower-triangular systems take the form of (1) with

��� �� �� �� ���� �� 	��	 �� (14)

where
������ �� �������� �� 
 
 
 �
���
� ���

� �
� ��
�����
���

� �
� � �

��
�����
�

and ��� �� ���� � � � � ��� for � � �� � � � � � �  .
Here we suppose the output ! �� �� is precisely measured to

allow a possibility of implementing output feedback controllers
without knowing all of the plant states as long as the specific
output ! can be well measured. However, since only the output
information ! is used, the ability of output feedback controllers
is inherently restricted to some particular nonlinear systems (see,
e.g., [4], [18], [22]). On the contrary, measurement feedback con-
trollers are expected to handle more general nonlinearities because
more state information can be used, albeit not precisely mea-
sured due to sensor disturbances. In this section, we denote the
measurement states as ����� � ����� 	 ������ � � �� � � � � �,
where ���� �� ������� � � � � �
���� and ����� � �. We also
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consider the actuator disturbance ���� appeared in (2). Define
����� �� ������� � � � � ������ ����� . Then, we have ���� �� �	� ������
generated by (5) with �� � ����� where �� is the corresponding compo-
nent of �. Now, the observability condition can be specified for �����
with the unobservable modes excluded from the full exosystem (5).

Asumption 3.1: There exists a sufficiently smooth function � �
	 ��� � � �� � for an integer 
, vanishing at the origin, such that,
for all trajectories ���� of the exosystem (5)


� � ��� �� � ��� (15)

And the pair ����� is observable.
Remark 3.1: If we consider a neutrally stable exosystem with

���� � �, where all eigenvalues of  are simple with zero real parts,
then Assumption 3.1 is satified under the immersion, polynomial, or
trigonometric polynomial condition on ����� ([8]). For example, if
������ is a polynomial function of � for � � � � � � � �, then, we have

�� � 	����

� ������� ���
������� � � � � �

� ��
��

������ (16)

for an integer 
�, such that


�� � ����� ��� � ����

for an observable pair �������. As a result, we can construct (15) by
stacking the vectors and matrices as follows:

	 ��� � �	���� � � � 	�����

� �

�� 	 	
...

. . .
...

	 	 ��

� �

�� 	 	
...

. . .
...

	 	 ��

� (17)

In literature, e.g., [3] and [10], the steady-state generators and hence
internal models are designed using the above procedure (17) for lower-
triangular systems. However, there is no unknown parameter, say �,
influencing the disturbance generator (5) as formulated in this note.
In this special setting, a disadvantage of the aforementioned stacking
method is that the internal model of dimension 
 � 
� � � � � � 
�
is usually redundant. In other words, there may exist an integer 
 �

� � � � �� 
� as shown in the following example.

Example 3.1: Consider

 �

	  	

� 	 	

	 	 	

� ����� �
��

�� � ��
�

On one hand, (16) suggests

	���� � ���� ��� � 	���� � ��� � �����������

and hence a five dimension internal model. On the other hand, we note
Assumption 3.1 simply holds for

	 ��� � �� � � � � �
 	 	

	  

whose dimension is three. This simple example reveals that the extra
two dimensions are caused by the duplicated components ���� ��� in
	���� and 	����.

This example motives us to consider a system (15) of minimal di-
mension satisfying Assumption 3.1. However, the system (15) of min-
imal dimension usually doesn’t have the special structure of (17) which
is required in the existing results (see, e.g., [3] and [10]). So, an inter-
esting feature of this note is to show how the system (15) leads to an
effective internal model without relying on the special structure of (17).
To this end, we first give the following Lemma.

Lemma 3.1: For an observable pair �����, there exists a nonsin-
gular matrix � , such that the matrices � �� ���� and � �� �����,
denoted by ����� � �����2, satisfy the following property:

� ��

�� 	 	 � � � 	

��� �� 	 � � � 	
...

...
...

...
...

��� ��� � � � ������� ��

� ��

�� 	 	 � � � 	

��� �� 	 � � � 	
...

...
...

...
...

��� ��� � � � ������� ��

(18)

where �� � ���� and �� �
� �� for an integer 
� � 	 satisfying

�

��� 
� � 
 and the other matrices have the appropriate dimensions.
The pair ���� ��� is observable for � � � � � � � �.

Proof: The proof can be given by using the canonical decom-
position for � times. First, since ����� is observable, the canonical
decomposition shows

����� �
�� 	
��� ��

�
�� 	
�	� 	�

where the pairs ���� ��� and ����	�� are observable. Now, for � �
�� � � � � � � , if ����	�� is observable, then, again, the canonical de-
composition shows

����	�� �
�� 	
����� ����

�
�� 	
�	��� 	���

where the pairs ���� ��� and ������	���� are observable. By using the
mathematical induction, and letting �� � �� and �� � 	� , we can
define the matrices � and � as in (18) satisfying ����� � �����.

With the matrices ����� given in Assumption 3.1, Lemma 3.1 gives
a nonsingular matrix � . Using this � , we can redefine � �� �	���. As
a result, the disturbance �� is also generated in an alternative way


� � ��� �� � �� (19)

where ����� are given in Lemma 3.1. Hence, the internal model, as
an observer of the new exosystem (19) can be designed as follows:


� � �� � ���
 � �� � ��� (20)

where

� �� ����� �������� � � � � ��� �� �
� ��

2For matrices and � � � �
is defined as � and � for a nonsingular matrix .
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is chosen such that� �� ���� is Hurwitz. In particular, the matrices
�� � �� ����� are Hurwitz for � � �� � � � � �. We note �� � 	� �
���� � � � ����� � , therefore, we have 
��� 	�
 �� �� ����� 	�
 in (8).

Next, we should further show that this minimal dimension internal
model candidate does work efficiently to make the resulting stabiliza-
tion problem solvable. To this end, we perform the coordinate transfor-
mation

��� � �� �
 �� ��� �� �� �
 �

� � � � �

� � ����

� � �� 	 ��

�

� ��
� �

������������ �
�

Then, noting � � 	� � �� � 	� � ��� we have

�� � �� � ���� � 	� � ��


�� � ��� ������
 ��� � 	� � ��

������ � ���� � 	� � ��
�� (21)

By Proposition 2.1, it suffices to solve the global stabilization
problem of (21). To make the stabilization tractable, we introduce
another set of coordinate transformation

��� �� �� �
 �� ��� �� �� �
 � � � � � ���

As a result, we have, noting ���	 � �

�� � �� � ����� � ��
�

� ���� ������ ����� � ��
���

� ���� ����� ������


�� � ��� ����� ������


� ��� ���� �����
��������

� �� ���� �����
���� � 	�� (22)

Clearly, the solvability of the global stabilization problem for the
system (21) is nothing but that for the system (22). So, what left is
to look into the system (22) to give the solvability condition of the
global stabilization problem. By noting that the matrices �������

and ���� have the (block) lower-triangular structures, we can put
the system (22) in the form of

��� � ���� � ������� ������ �


��� � ������� ���� �
 � ���� ��� ���� �� ��

� � �� � � � � � (23)

where �� �
� � �� � � ��� �� ���� � � � � ��� � ��� �� ���� � � � � ��� ,

and �� and �� are sufficiently smooth functions varnishing at their ori-
gins. Since the matrix �� is Hurwitz and the system (23) is in the stan-
dard lower-triangular form with dynamic uncertainties governing ��
as studied in [3], [10], [13], the solvability of the global stabilization
problem can be summarized as follows by using small gain theorem
[10], [13] or direct Lyapunov approach [3].

Proposition 3.1: Consider the system (23) with �� �
� � �� � ,

and � � . If �� is Hurwitz, the functions �� and �� are sufficiently
smooth satisfying ����� �� �
 � �, and ������� �
 � �, then, there
exists a sufficiently smooth controller � � ���
 such that the closed-
loop system is globally asymptotically stable.

Now, by combining Propositions 2.1 and 3.1, it is ready to give the
main theorem followed by a numerical example.

Fig. 1. Solid lines: a state feedback controller (26) drives the state to the
equilibrium point � �; dotted lines: when there is a sensor disturbance
� �, the controller (26) is implemented as (27), which cannot drive the state
to the equilibrium point any more; dashed lines: the controller (29) works to

drive the state to the equilibrium point by suppressing the S/A disturbances.
(Simulation parameters: ��� � � ��� � � � � � �
� � � � � �.)

Theorem 3.1: Consider a lower-triangular system (1) and (2) with
(14) under Assumption 3.1. Then, there exists a sufficiently function �,
such that the following controller

� � ��� ����
 � 	 ��

�� � �� � ���� � 	� � ��
 (24)

solves the GRRP with S/A disturbance rejection.
Example 3.2: Consider a nonlinear system

�� � �� �� � ��� � ��
�
� � � (25)

with states �� � � , input � � , output � � �, and unknown
parameters ��� �� � ��� ��.

First, we note the global stabilization or regulation problem cannot
be solved by output feedback controllers. However, a state feedback
stabilizer can be easily designed for the system (25) as follows (see,
e.g., [10])

� � ����� � �
� ��� � �

�
� (26)

The profiles of states � and � are shown in Fig. 1 (solid lines). Next,
when the state � cannot be precisely measured, the controller (26) is
implemented as

� � ������ � ��
� ���� � ��

� (27)

with measurement states �� � � and �� � � � � for a sensor dis-
turbance � with unknown amplitude or phase but known frequency. In
particular, let ���
 �  � ��� � �  � ��� � for some unknown parame-
ters  � and  �, the trajectories of � and � are shown in Fig. 1 (dotted
lines), which do not converge to the origin.

To suppress the S/A disturbances, we will design a controller fol-
lowing the procedure given in this note. First, ���
 can be produced by
���
 � !���
 and assume "��
 � !���
 with

�!� � !�� �!� � �!��

Then we can verify that Assumption 3.1 holds for # �!
 � ! and

� �
� �

�� �
� � �

� �

� �
�
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Let � � � and � � �, and pick a matrix

� �
� �

� �
��	
 �
��� � � � �� �

�� �

� �

is Hurwitz. Then, the internal model can be given by (20). Now, by
using the algorithm in [10] again, we can design a partial state feedback
stabilizer

� � ������ � ���� ����� � ���
� (28)

for the system (22). Finally, the overall controller can be given as fol-
lows:

� � ������ � �� � ���� ����� � �� � ���
� � ��

�� �
�� �

� �
� �

�

�
��� (29)

The profiles of states 	� and 	� with the controller (29) are shown in
Fig. 1 (dashed lines).

IV. CONCLUSION

In this note, we have proposed a controller to drive the plant states
from any initial states to the nominal equilibrium point in presence of
S/A disturbances. The controller has been applied to solve the global
robust regulation problem of lower-triangular systems by measurement
feedback control with an internal model of minimal dimension. The ap-
proach is developed from the output regulation theory, and enriches its
capacity to handle not only plant and actuator disturbances, but also
sensor disturbances. In this note, we assume the relative degree of the
lower-triangular system is 
 � �. In fact, the result can be straight-
forwardly extended to the case with 
 � � assuming a certain sta-
bility condition on the inverse dynamics. For instance, if we assume
	 � �	� 	� � � �  	�� with 	� � ��� , then Theorem 3.1 still holds
under the assumption that, the inverse dynamics governing 	�, i.e.,
�	� � ���	� 	� ��, are robustly input-to-state stable with 	� as state
and 	� as input. Actually, we don’t need an internal model to compen-
sate for the sensor disturbances associated with 	� which is not used
in the feedback design anyway.
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